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Background Navigation support in the interventional MRI is separated from
the operating field, which makes it difficult to interpret positions and orienta-
tions and to coordinate the nessecary hand movements.
Methods We developed a projector-based augmented reality system to enable
visual navigation of tracked instruments on pre-planned paths, and the visu-
alization of risk structures directly on the patient inside the MRI bore. To
assess the accuracy of the system a user study with clinicians was carried out
in needle navigation test scenario.
Results The targets were reached with an error of 1.7 ± 0.5 mm, the entry
points with an error of 1.7 ± 0.8 mm.
Conclusion The results suggest that the projected augmented reality navi-
gation directly on the patient is accurate enough to target lesions with a size
of down to 15 mm, so that prototype can serve as a platform for current and
future research in augmented reality visualization and dynamic registration.

Keywords: Image-Guided Interventions, Augmented Reality, Magnet Reso-
nance Imaging, Interventional Radiology

1 Introduction

In recent years, there has been a significant trend away from open surgery towards
minimally-invasive therapies. It is proven that minimally-invasive interventions decrease
the risk for the patient in terms of infections and damage to healthy tissue. As a result
mortality rates are reduced and recovery time is shortened [1]. Because the patient’s body
is not opened for such treatments, radiological images are requisite to locate the target,
surgical instruments, and surrounding risk structures.

1The final version contains some more references, a more comprehensive calibration section,
more sophisticated discussion, and a comparison of the accuracy with state of the art
methods.
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This is the reason why many needle-based interventions are nowadays carried out with the
help of ultrasound (US) or CT scanners [2, 3]. Although US is compact, cheap and widely
available, deep structures within the body especially under bones are hardly visible [4, 5, 6].
In contrast, CT enables an appropriate representation of the whole operating area. However,
it uses harming ionizing radiation and has only a limited soft tissue contrast [7]. MRI
instead does not emit ionizing radiation and is characterized by an excellent soft-tissue
contrast. Target lesions can be identified, which cannot be seen on either US or CT.
Besides that, a variety of instrument tracking is enabled through the possibility of acquiring
imaging planes in oblique orientations [6, 8]. Additionally, morphologic as well as functional
information (e.g. temperature changes, blood flow, and diffusion) can be monitored. Thus,
MRI represents a unique approach to diagnose and treat diseases within minimally-invasive
procedures [9]. However, interventional MRI (iMRI) is mainly limited to few clinical
centers due to access and workflow limitations [10]. In order to make iMRI a standard
interventional procedure, the development of an appropriate guidance support is essential
to simplify and shorten the intervention. Such assistance is used frequently and often
presented on a dedicated display outside the MRI which separates it from the operation
field increasing mental load [11]. It is difficult to accurately interpret the guidance of tools
to a specific position, orientation, and depth when presented on an external monitor [12].
Therefore, it is advantageous to fuse the separate virtual data directly in the operating
field in terms of augmented reality (AR).

Medical AR for MRI-guided Interventions

The first augmented reality (AR)-based needle guidance system for use with MRI is
described by Gering et al. [13]. The system is based on an MR conditional monitor that
is located inside an open 1.5 T MRI (double-donut configuration). It does not provide
a spatial AR environment because the virtual information is visualized separately from
the patient. Wacker et al. [14] augmented the radiologist’s view of the patient with 2D
anatomical images and a virtual needle for needle biopsy guidance, using a head-mounted
display (HMD) and tracked instruments (optical see-through AR). However, due to the
strong magnetic field of the MRI scanner, the patient has to be translated out of the MRI
for the HMD to work and also to not endanger the physician. An optical see-through system
based on a transparent mirror presented in [15] was revised by Weiss et al. [16] to make it
work inside the MRI scanner room. It was successfully tested by U-Thainual et al. [17]
for preclinical use and by Fritz et al. [18] for applicability during lumbar spine procedures.
The mirror is located above the table outside the MRI scanner. A 2D anatomical image
centered on the current needle position is aligned with the patient and overlaid on the
mirror. Due to the size of the equipment this system cannot be used inside the MRI bore,
so the patient has to be moved out of the scanner to perform the needle puncture.

As the workspace is very limited and the use of materials is restricted due to the strong
magnetic field, large and/or MR unsafe devices such as HMDs, monitors, or mirrors
in front of the physician cannot be used in-bore, nor can a mobile projector proposed
in [19, 20, 21]. In this paper, we present the first projector-based AR system to provide
an accurate, reliable visualization directly in the operation field inside an MRI scanner.
Another interventional projector-based AR approach has been explored in the field of
gastrointestinal, hepatobiliary and pancreatic surgery by Sugimoto et al. [22], and for use
in neurosurgery by Besharati Tabrizi et al. [23], who also use projected visualizations to
augment the surgeon’s view of the scene with anatomical data.

Our spatial AR system is used to visualize arbitrary 3D planning data in correct
perspective and alignment in the operation field and serves as a platform for further
development of interventional AR visualization and interaction techniques. Our aim is to
provide a multi-purpose AR system for in-bore interventions. To this end, we set up a
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needle navigation test scenario with a tracked needle and navigation clues.

2 Materials and Methods

To realize a spatial AR environment with a projection inside an MRI scanner, align image
data to the patient or phantom, and visualize it in the operating area, the following steps
are necessary:

- Hardware Setup

- Placing the projector and adjusting zoom and focus.

- Positioning a camera to view the whole projection area.

- Calibration Process

- Calibrating the projector with the camera.

- Calibrating the MRI scanner with the projector-camera system.

- Data acquisition

- Generating a virtual point cloud representation of the projection surface with a
structured light approach.

- Generating an anatomical patient dataset with the MRI.

- Segmenting and meshing the structures of interest.

- Visualization

- Determining correspondence between 3D points of the surface point cloud and
the world coordinates of the projector’s pixel positions.

- Projecting 3D patient data and navigation clues physically aligned and perspective-
correct.

These steps are described in detail hereinafter.

Hardware Setup

An NEC PX700W Digital Light Processing ultra-long-throw projector (NEC Display Solu-
tions Europe GmbH, Munich, Germany) at a resolution of 1024×768 px is placed outside a
Siemens MAGNETOM Skyra 3T MRI (Siemens Healthcare AG, Munich, Germany) along
the z-axis (head-feet) of the MRI scanner device. The light is guided through a waveguide
and three mirrors onto the patient (see Fig. 1). In principle, a higher resolution could be
used, but the projector’s optics and the size of the mirrors are limiting factors.

This resulted in a projection distance of 3.5 m and a real image size of 35×47 cm (width
by height). Due to the requirement that as little space as possible should be used for
the projection system, the mirror inside the bore is mounted horizontally. This leads
to a small incidence angle so that the image is stretched in the height dimension. The
built-in keystone correction is not applied, since the undermentioned calibration algorithm
calculates coefficients for all occurring distortions. Otherwise, the stereo calibration would
be corrupt due to false projector intrinsics.

For this to be achieved, a Qumox SJ4000 wide-angle camera (Qumox, Kowloon Bay,
Hongkong) with a 170° opening angle was placed inside the MRI bore above the projection
zone and along the z-axis. In this position, there is only an infinitesimal force applied
to the camera body, and the whole projection area can be observed at a resolution of
1280×720 px with 30 frames per second from a distance of 20 to 47 cm. The chosen camera
is not an MR-safe model; this will be addressed in future experiments. With this setup the
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Figure 1: Schematic drawing of the complete hardware setup.

MR image quality is not influenced in such a manner that the user study described below
could have been disturbed. The camera’s exposure value needs to be increased to EV +1
and the film speed set to ISO 100 to remove the rainbow effect caused by the projector’s
rotating color wheel.

For the setup of the needle navigation test scenario, an MRI-compatible tracking camera
(Metria Innovation, Inc., Wauwatosa, WI, USA) is mounted inside the bore, next to
the mirror and wide-angle camera, to track moiré phase markers attached to the needle
instrument. The pose of the markers can be obtained with a position error of less than
1 mm at a distance of 2.5 m and an orientation error of 0.05°. The camera’s tracking rate
is between 1 and 15 FPS, depending on the distance: the nearer the tracked markers, the
slower the marker recognition.

Calibration Process

The projector is calibrated with the structured-light approach proposed by Moreno et
al. [24]. Here, 22 grey code patterns are projected onto a chessboard with defined size (see
Fig. 2), and local homographies, i.e. transforms between the calibration points projected
onto the chessboard and those observed by the camera, are calculated. In this manner
correspondence between pixels and world coordinates is determined. The projector and the
camera are calibrated as two separate cameras with the help of OpenCV1. We adapted the
projector calibration approach of [24] to use parameters from a separate camera calibration
that uses a ChArUco board [25, 26] instead of an ordinary chessboard. These boards have
more distinguishable features that can be used to interpolate between corner points, which
results in a more accurate calibration. Due to the interpolation of markers and corners,
they are also very robust against partial occlusion of the board. The stereo calibration
provided the world coordinate transform between camera and projector. Six sets of grey
code patterns on the chessboard – each in a different orientation – are used for the projector
calibration. This calibration step has only to be performed initially or when the projector,
camera, or mirrors have been moved.

In order to be able to project the anatomical patient data onto the real patient, the
projector-camera system has to be registered with the MRI. A calibration body was printed
and filled with transparent liquid candle wax (paraffin, Vaseline, white oils, see Fig. 4),
which provides a clear contrast in a T1 sequence and causes little noise. The parallelism of
the body’s edges in the corresponding MR dataset is best ensured by the MRI scanner’s
built-in 3D distortion correction. A ChArUco board is attached on top of the plane surface
of the calibration phantom so that it is aligned parallel with the candle wax. The pose of the

1http://opencv.org/
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Figure 2: One of the projected grey code patterns on the chessboard during projector
calibration from the view of the wide-angle camera.

Figure 3: Estimation of the fixed ChArUco marker pose for registration of the MRI coordi-
nate system with the camera coordinate system.

board is estimated with the OpenCV function cv::aruco::estimatePoseCharucoBoard() [25]
with the previously calibrated camera.

The calibration body’s 3D corner points in the camera coordinate system are calcu-
lated from the known dimensions of the candle wax body (without the printed case, i.e.
115×115×117.5 mm) and the axis parallel ChArUco marker pose. The corresponding
points in patient coordinates are then measured in the DICOM dataset of the calibration
body. The transform between the corner points in the camera coordinate system and the
MRI coordinate system was estimated by the RANSAC-based cv::estimateAffine3D() from
the OpenCV toolkit with a confidence of 0.99. For persistence of this rather elaborate
calibration, a ChArUco marker is fixed to the bottom of the MRI bore (see Fig. 3), for
which the transform to the MRI coordinate system is calculated and saved to a calibration
file. Thus, only the projector calibration needs to be repeated when the camera, projector
or mirrors are moved.

Finally, the moiré-phase tracking (MPT) tracking system, the needle, and the wide-angle
camera need to be calibrated. Four moiré markers were attached to a needle and calibrated
with a tracked calibration body. The preexisting cross-calibration between the moiré
tracking system and the MRI is read from a calibration file. The MPT tracking system
and the wide-angle camera share the MRI as a common coordinate system, which is used
for determining the transform. This one-time calibration step takes approximately 30 min
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Figure 4: Calibration body filled with candle wax for MRI imaging and with a ChArUco
board attached to estimate the phantoms pose in camera coordinates.

under the condition that the hardware is already in place.

Data Acquisition and Visualization

As a test setup, a needle navigation application in the abdomen is realized. Before
anatomical data and navigation clues can be projected onto the patient or phantom, the
projection surface needs to be transferred into a dense point cloud via the structured light
method provided by Moreno et al. [24]. This point cloud is manually filtered, resampled,
and cleared of outliers. From the filtered point cloud a mesh is generated.

The acquired data then needs to be processed to render information on the phantom
surface. First, the projection surface point cloud is used to determine which projector
pixel correlates to which 3D world coordinate of the surface. In the process, each point is
projected to its two-dimensional position in pixel coordinates using the projection matrix
of the projector derived from the calibration step. Because of the low density of the point
cloud compared to the dense pixel structure, not every pixel position is represented by a
known world point. The gaps are filled through interpolation.

Next, a ray casting is performed to determine which structures are visible from a certain
point of view and to determine where to draw them. For each projection pixel, a ray
originating at the user’s point of view and pointing towards the pixel’s respective world
coordinate is checked for intersection with world objects. Because a fixed viewing position
is assumed for now, some static structures only need to be processed once while other
dynamic structures need to be processed frequently. The calculated depth values for all
objects are then combined to generate the projection image. The visualization includes risk
structures derived from the MRI scan, a target for the needle-based intervention, the part
of the needle that is inside the body, and a virtual extension of that needle. Risk structures,
such as blood vessels, and other anatomical parts, e.g. ribs, are rendered transparently to
avoid occlusion.

In addition, the rendering of the three-dimensional scene is augmented by needle navi-
gation clues. These clues include a circle to indicate where the needle should be inserted
(entry point), a depth-encoded virtual needle that shows the current needle orientation
under the surface for the purpose of aiming at the target, and a circle to indicate where
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Figure 5: View of the projected scene from above with the wide-angle camera. Red is the
insertion point, blue is the needle under the surface, and the faint green circle
with the white contour is the target. The thickness and color of the virtual needle
indicate depth.

the (virtual) needle intersects the projection surface. The target consists of an outer and
an inner circle that change the color from slightly red to a faint green when hit by the
virtual needle, indicating the correct orientation. When hit by the real needle, the target
is strongly green colored to confirm successful insertion into the target.

3 Evaluation

The main issue of the evaluation was the assessment of the accuracy of the AR system.
First, the reprojection errors of camera, projector, and stereo calibration from five different
calibration procedures were determined. Second, the pose statistics of the ChArUco
markers were calculated for 100 pose estimations to evaluate repetition accuracy. In order
to evaluate the accuracy of the projected AR contents, we had eight different participants
simulate a needle insertion using the needle guidance described above: four radiologists
with more than five years of experience with needle interventions and four participants
with a technical background and expertise in medical visualization.

The task was to insert a tracked needle from a predefined but unknown insertion path
to a target point without using the MRI, relying only on the provided navigation clues.
To this end, a phantom consisting of transparent candle wax gel with a slightly curved
surface and inserted rubber o-rings of 2.3 cm in diameter was built (see Fig. 5). The rings
served as targets and could easily be distinguished in the phantom’s MRI dataset. The
phantom surface was kept opaque by putting thin cardboard on it. This way, the users
were not able to see the targets and had to rely only on the AR needle guidance clues. The
cardboard also ensured that the needle would stay in place for measuring the accuracy
achieved, which was done in a post-insertion MRI dataset. The process was repeated three
times by each user. Fig. 5 and Fig. 6 show a user inserting the needle with the provided
navigation clues into the phantom to the planned target point.

For this user study, the thresholds for the needle guidance color indicators were set very
close to the target to achieve as accurate results as possible; e.g. the distance threshold to
color the target green was 0.5 mm, the angle difference between needle and target was 0.5°.
Because the success of an accurate insertion is clearly delimited by color changes, there
should be no correlation between the duration of the puncture and the accuracy achieved.

Before the first trial, the users had the opportunity to practice insertion until they felt
confident with the system. After each insertion, an MRI scan was carried out, the actual
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Figure 6: Same as Fig. 5, but from the view over the shoulder of the user. Virtual and real
needle are accurately aligned for the users perspective in the middle of the MRI
bore.

needle position was measured in the dataset, and the deviation to the planned path was
calculated. The average positioning errors were calculated to serve as an accuracy indicator
for the complete system, because all occurring calibration errors accumulate in them. After
the insertion tests, an expert interview with the participants was carried out. The questions
included advantages and drawbacks of the AR system and its suitability for the task.

4 Results

The AR system was assessed regarding its accuracy. The mean camera calibration repro-
jection error was 0.40 ± 0.19 px, that of the projector 0.62 ± 0.28 px, and that of the stereo
calibration 0.94 ± 0.33 px. The repeated 100 pose estimations of the ChArUco markers used
for the calibration revealed high repeatability with a standard deviation of only 0.1 mm
in x direction, 0.2 mm in y direction and 0.7 mm in z direction at a distance of 650 mm,
which is the distance between wide angle camera and the fixed MR marker. The Rodrigues
angle axis only differed by (0.003;0.001;0.004) and a standard angle deviation of 0.003°.

In the following, the measured results of the user study are presented. All users finished
training the navigated needle insertion after one test run. The overall difference between
planned and real entry point was 1.7 ± 0.8 mm and the total target distance error was
1.7 ± 0.5 mm. The insertion took 102 ± 37 s. These values differ between the two user
groups.

Compared to the overall performance, a slightly lower target distance error can be seen
in the medical group than for the technical users (med: 1.5 ± 0.4 mm, tech: 1.8 ± 0.6 mm)
in Fig. 7 at a similar insertion duration (med: 97 ± 41 s, tech: 107 ± 33 s). The technical
users reached lower insertion point errors than the medical group (med: 2.0 ± 1.0 mm, tech:
1.4 ± 0.3 mm). No correlation between the insertion duration and the error of the entry
point (PCC=-0.06) or the target distance error (PCC=0.22) could be found.

The answers of the users from the interviews were predominantly positive. All users
agreed that the navigation clues in general helped them guide the needle from insertion
point to the target in a clear and reliable way. All users perceived drops in the needle
tracking speed especially before the insertion, caused by the distance to the MPT camera
being too short, as a noticeable disadvantage. Full tracking speed was only reached at
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Figure 7: Boxplots for time, entry point error and target distance error grouped by experi-
ence (medical, technical).

Figure 8: Projection of a planned insertion point and contours of a rib on the non-flat
surface of an abdomen phantom viewed from feet in the correct viewing position.

a distance of 25 cm from the camera. Some users of both groups highlighted a partial
covering of the projection with the hand while guiding the needle, which could only be
avoided by repositioning the hand.

The radiologists responded that the AR system is suitable for the insertion task. When
asked about breathing motion correction, two of them stated that this is not a mandatory
feature, because the insertion could be done in the seconds after exhalation, for which
there already exists valid planning data. They also acknowledged that the field of dynamic
registration and planning updates is complex and still the subject of extensive research.
Some kinds of interventions, such as radio frequency ablation, could also be performed
after completely immobilizing the patient. All medical participants agreed that the
AR navigation system is a good support for MR-guided needle interventions, because
the guidance allows for correctly oriented needle insertion for the important first stage
during the insertion, so that fewer corrections are needed in deeper sections, which would
injure more healthy tissue and move the target. Usage of the AR navigation alone was
declined because of missing live updates, which can still be provided on the MRI scanner’s
interventional screen.
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5 Discussion

We demonstrated an accurate projected AR system for intra-operative needle guidance on
the patient phantom inside a wide-bore MRI. The quantitative measurements of planned
and actual needle insertion points and target points, as well as their distances, serve as
quality indicators of the preceding calibration and registration process. According to our
clinical partners, the errors we achieved in this work for the entry point and for the target
are sufficiently small for tumors with a size of 15 mm.

The authors are aware of the fact that the measurements from MRI datasets are inherently
faulty due to the relatively low imaging resolution and the virtual malformation of the
scanned object when processing the retrieved signals. The latter leads to straight lines
appearing as curves. We attempted to preserve the validity of the 3D positions by using the
built-in interpolation and distortion correction algorithms of the MRI. Because we did not
move the test phantom during the study, all MRI scans yielded best possible reproducible
results. Another error source is the stiffness of the applied needle. As the needle progressed
deeper into the test phantom, it was deformed slightly, which led to a marginally different
needle tip position than expected by the tracking system. This could be avoided by using
a stiffer needle material. However, the results reflect the users’ positive impressions of the
AR needle guidance system. The projection was perceived to be in the correct perspective
from the viewers’ angle. The frame drops of the needle tracking rate were caused by the
fixed focus plane being set too distant from the tracking camera. In the user study the
needle had to be inserted mostly vertically, which represents the worst case in this regard.
In clinical scenarios the needle is often inserted in a flatter angle and thus at a further
distance, so that the full tracking speed can be exhaused. The ergonomy of this setup
is assessed acceptable by the users, because the head does not need to be turned to an
external monitor. This can prevent back and neck pain, but will need further long-term
investigation.

Despite the promising accuracy assessment, the current AR needle guidance has some
inherent limitations regarding interventions in real clinical scenarios. Because the needle
guidance relies on non-real-time image data, the needle can only be inserted during
respiratory arrest (passive or active), i.e. when the planning data matches the operating
field. To react to changes of the projection surface due to breathing movements, especially
for abdominal treatments, an approach to dynamically map the projection should be
followed in further research, e.g. by using markers on the surface to track deformations [27].

More important than the skin movement is the deformation of organs and surrounding
risk structures due to breathing. With additional live control imaging, this problem could
be addressed. In further research, live 2D MRI images of the needle plane could be color
corrected, projected onto, and aligned with the patient to give the radiologist the certainty
of not damaging risk structures due to outdated imagedata. This is the primary reason why
the authors decided to set up the needle guidance for in-bore usage instead of the in & out
technique. Otherwise, the workflow would be disturbed by moving the patient into the MRI
scanner for control imaging and back for needle placement. This way also all advantages of
the MRI can be fully exhausted, i.e. morphological and functional imaging. An advanced
method is the real-time fusion of ultrasound data with the MRI to compensate for organ
motion [28, 29].

According to the feedback from the clinical users the AR system in its current state is
already a valuable support for needle guidance, especially during the important first stage
of the insertion, where the needle needs to be as accurately oriented as possible to prevent
mandatory corrections later on. The projection interface should also be considered as an
aid to convey the movements of the needle under the skin to improve the coordination of
inexperienced radiologists.
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6 Conclusion

For the first time, a projector-based AR system for use inside a wide-bore 3T MRI is
introduced. We successfully set up a long-throw projector and a wide angle camera together
with an optical moiré marker needle tracking system, calibrated the components, and
registered them with the MRI. The calibration only has to be performed once when the
hardware is set up. A fixed optical marker on the bottom of the bore provides persistence
of the calibration. We also introduced a clear and robust visualization technique for needle
guidance that is easy to understand, reliable and accurate.

In a user study with eight participants, four of whom where experienced radiologists, the
overall accuracy was measured by inserting needles into a phantom using only the provided
AR needle navigation system. The positioning errors were small but need to be evaluated
further, e.g. with animal tests, to be able to make assumptions about the accuracy for
patient use. At the current development stage and in a patient treatment scenario, the
needle could be inserted during respiratory arrest or into organs that are not affected by
breathing motion.

However, this prototype serves as a robust platform for further development, e.g. visual-
ization techniques that improve depth perception, as proposed in Bork et al. [30], Hansen et
al. [31] or Lawonn et al. [32], or are more robust against self-occlusion, e.g. with additional
projectors. In addition, 2D MRI live images of the needle plane shall be aligned with the
patient to enable uncomplicated and ergonomic access to control scans that are needed to
overcome the limitations originating from breathing motion. To extend the support for risk
visualization, an error cone as proposed in Alpers et al. [33] could be added to the scene.
If applied as suggested, the proposed system has the potential to facilitate needle-based
interventions inside closed-bore MRI scanners.
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