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Abstract

Purpose Interaction with radiological image data and

volume renderings within a sterile environment is a

challenging task. Clinically established methods such

as joystick control and task delegation can be time-

consuming, error-prone, and interrupt the workflow. New

touchless input modalities may have the potential to

overcome these limitations, but their value compared

to established methods is unclear.

Methods We present a comparative evaluation to an-

alyze the value of two gesture input modalities (Myo

Gesture Control Armband and Leap Motion Controller)

versus two clinically established methods (task delega-

tion and joystick control). A user study was conducted

with 10 experienced radiologists by simulating a diag-

nostic neuroradiological vascular treatment with two
frequently used interaction tasks in an experimental op-

erating room. The input modalities were assessed using

task completion time, perceived task difficulty, and sub-

jective workload.

Results Overall, the clinically established method of

task delegation performed best under the study con-

ditions. In general, gesture control failed to exceed the

clinical input approach. However, the Myo Gesture Con-

trol Armband showed a potential for simple image se-

lection task.

Conclusion Novel input modalities have the potential

to take over single tasks more efficiently than clinically

established methods. The results of our user study show
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the relevance of task characteristics such as task com-

plexity on performance with specific input modalities.

Accordingly, future work should consider task charac-

teristics to provide a useful gesture interface for a spe-

cific use case instead of an all-in-one solution.

Keywords Human-Computer Interaction · Evalua-

tion · Interventional Neuroradiology · Image-Guided

Interventions

Introduction

Interventional radiology is an increasingly important

branch of radiology, enabling minimally-invasive proce-

dures to treat diseases in almost every organ system [1,

14]. Interventional neuroradiology is a sub-specialty of
interventional radiology that focuses on the head, neck

and spine, and offers new treatment options for many

conditions such as aneurysms, stenosis, and strokes.

Therefore, radiologic imaging is required to monitor

the position of instruments (e.g., needles, catheters or

stents) in relation to pathologies and at-risk structures.

Interaction with this imaging data during an interven-

tion is a challenging task for physicians due to the sterile

environment.

A clinically established solution for vascular treat-

ment is the use of an angiography system with input de-

vices, e.g., joysticks, buttons, and touchscreens, wrapped

in a sterile plastic sheath. However, physicians often

need to change their position to reach these devices

[8]. A second established solution is task delegation to

a medical assistant in the operating room (OR) or a

nearby control room. This is achieved by the interpre-

tation of voice commands and gestures from the physi-

cian. In complex cases, physicians may have to leave the

sterile OR to interact with a non-sterile workstation.
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Consequently, they have to scrub out and in again to

proceed with the intervention. These approaches can be

time-consuming, inefficient, error-prone, and interrupt

the workflow [15]. Direct control with a computer key-

board or mouse by the physician is not possible without

breaking asepsis [21].

To this end, several methods for direct touchless ges-

ture control were proposed. These methods are based

on new input modalities and interaction paradigms, and

have the potential to improve interaction with medi-

cal images. However, the value of these new approaches

compared to established interaction techniques remains

unclear. This value might depend on the complexity of

tasks; however, only a few previous studies consider the

possible correlations of task complexity with the advan-

tageousness of different interaction modalities.

Therefore, we present a quantitative user study with

medical experts (radiologists) to compare gesture-based

interaction with the Myo Gesture Control Armband

(Myo) and the Leap Motion Controller (LMC) against

two clinically established interaction methods with an

interventional angiography system, i.e., task delegation

to a medical assistant and joystick control. In the study,

we included two frequently executed tasks of image ma-

nipulation with different levels of complexity that are

utilized in clinical routine. Based on the target to im-

prove human-computer interaction (HCI), we examine

the input modalities with respect to task completion

time, subjective workload, and perceived task difficulty

regarding three a priori individual comparisons.

Related Work.

To provide an alternative for clinically established input

modalities, commercial interaction devices have been

introduced to the sterile area of ORs for years. A sys-

tem that uses the Myo armband for gesture interaction

was presented by Hettig et al. 2015 [7]. They proposed

the concept of a minimal gesture set to interact with

a medical image viewer. Therefore, single gestures were

mapped onto multiple functions to control the software.

In a user study, they evaluated the recognition rate of

the device, and in a clinical test showed its feasibility.

Bizzotto et al. 2014 [3] presented an LMC-based ges-

ture control plugin for a medical image viewer, which

is based on the freely available GameWave App, to de-

fine their gestures and map them to the softwares func-

tions. Mauser et al. 2014 [10] also presented an LMC-

based gesture control for medical instruments as well as

a medical image viewer. To avoid unintended gestures,

they used a gesture set with a lock and unlock gesture.

A feasibility test of medical image viewer control with

the LMC during eleven dental surgeries was presented

by Rosa et al. 2014 [20]. Hand gestures were developed

as well as two-finger gestures for scaling, rotating, win-

dowing, browsing images, and measuring. Mewes et al.

2015 [13] presented a natural gesture set to explore ra-

diological images (projected onto a radiation shield) us-

ing the LMC. The results of their user study show that

sterile and direct interaction with the LMC has the po-

tential to replace conventional interaction devices in the

OR. However, the optimal placement of the depth sen-

sor close to the operator, the limited robustness of ges-

ture recognition, and missing feedback are reported as

problems. A two-handed gesture set for the LMC was

developed by Opromolla et al. 2015 [17]. An evalua-

tion with ten users showed that the LMC is too slow,

not robust, and not flexible enough for use in the OR.

An advantage is the natural interaction with the soft-

ware. Park et al. 2016 [18] developed a universal LMC

gesture mapper to work with arbitrary medical image

viewers. Either two-handed gestures or one-handed ges-

tures with a foot pedal form the user interface. This is

achieved by mapping hand gestures to mouse events.

The system is modular and battery-powered to pro-

vide maximum flexibility. The evaluation with one sur-

geon, unlike other publications, resulted in the LMC

being significantly faster than mouse interaction, which

the authors explain with the possibility of concurrent

zoom and rotation. However, the gesture recognition

rate ranged from 77-100%, with a false-positive rate of

52% for the double click gesture. For a general overview

of touchless interaction with software in interventional

radiology and surgery, see Mewes et al. 2016 [12].

Several user studies analyze different touchless input

modalities or focus on individual gestures for physi-

cians. However, most of these studies investigate the

general applicability of touchless input devices without

focusing on an intraoperative setting or task. Interac-

tion with medical image data using inertial sensors was

proposed by Schwarz et al. 2011 [23]. They introduced

a system that learns defined user gestures that are most

suitable for a given task. Thus, the user can integrate

their preferences and does not depend on a predefined

gesture set. They performed a usability study with ten

participants, which revealed good wearability of the sys-

tem and a 90% recognition rate. This system was ex-

tended by a voice-based and handheld switch unlock

method by Bigdelou et al. 2012 [2]. Their system was

evaluated in a user study where eight different gestures

were defined and tested. Gallo et al. 2013 [4] compared a

mouse-based interface with two Kinect-based touchless

interfaces which allow users to interact with 3D data

with up to nine degree of freedom (DOF). Their exper-

imental results show that there is a significant relation

between the number of DOF simultaneously controlled
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by the user and the number of DOFs required to per-

form an accurate manipulation task in a touchless way.

Meng et al. 2016 [11] presented a novel user interface

that allows the surgeon to personally perform touchless

interaction with various medical systems. They eval-

uated their user interface in an OR-like setting. The

participants had to perform several interactions with

medical image data. The user study was analyzed using

the System Usability Scale and the NASA-Task Load

Index (TLX). Thus, improved efficiency and ease of use

in comparison to other techniques is merely assumed.

Existing comparative studies, which show advantages

of gesture interaction compared to delegated interac-

tion [9] or disadvantages compared to touchscreen inter-

action [22] are promising, but are not carried out with

physicians. Jacob et al. 2014 [9] proposed a system us-

ing a Kinect based gesture set that is only active if the

user is directed towards the display to avoid unintended

interaction. A set of ten gestures was chosen and trained

with ten surgeons. The interaction was evaluated in a

user study with 20 participants, which revealed a 98%

gesture recognition accuracy with 99% intent recogni-

tion. Saalfeld et al. 2015 [22] improved the gesture set

of Mewes et al. [13] (especially the 3D rotation) and

compared it to state-of-the-art touchscreen interaction.

In a study with ten subjects, the task duration and

intuitiveness of the gesture set for medical image ma-

nipulation were measured. Interaction with the LMC

was significantly slower, except for 3D rotation, which

leads to the conclusion that high-dimensional gestures

are better for more complex interaction tasks. Addition-

ally, the touchscreen interaction was described as more

intuitive, which is partly ascribed to the more frequent

use of touchscreens on smartphones and tablets.

A study with physicians was carried out by Onceanu

and Stewart 2011 [16]. They compared an alternative

optically-tracked joystick with mouse and delegated in-

teraction. Here, the mouse outperformed the joystick

and delegated interaction with respect to task comple-

tion time. However, no significant differences between

the three input techniques were found regarding accu-

racy of 3D tasks.

Wipfli et al. 2016 [27] compared a Kinect gesture

interface with OR-typical interaction task delegation

and mouse interaction with medical data. After a study

with 30 participants, they concluded that direct mouse

interaction is significantly more efficient and has sig-

nificantly higher user satisfaction than gesture control

and task delegation. However, there were no significant

differences in error rates.

To the knowledge of the authors, most of these stud-

ies investigate the general applicability of touchless in-

put devices without focusing on an intraoperative set-

ting. Thus, the value of these new approaches compared

to established interaction techniques such as joystick in-

teraction or delegation to an assistant (mouse and key-

board control) remains unclear. Moreover, the correla-

tion between the task complexity and input modality

was not considered.

Methods

In this work, we perform a user study to compare in-

teraction with the Myo and LMC against clinical stan-

dards, i.e., task delegation to a medical assistant and

the joystick control panel of an interventional angiog-

raphy system. The study is designed in order to answer

whether there is a difference between:

– Q1: different gesture and conventional input modal-

ities, i.e.,

– Q2: direct and delegated execution of tasks,

– Q3: a specific gesture control and clinically estab-

lished interaction methods,

– Q4: different gesture control modalities, and

– Q5: is there an interaction between used input modal-

ity and task complexity?

In detail, Q1 addresses general differences and Q2-Q4

discuss specific differences between individual input mo-

dalities. Q5 targets if a specific input modality is more

suitable for a specific task.

The aim of new technology for HCI is the improve-

ment of effectiveness and efficiency. Due to the predeter-

mined goal of the individual interaction tasks (see Task

Definition), effectiveness is excluded and only efficiency

is observed. Furthermore, the task completion time is

measured. According to Hockey [19] a user is able to

compensate disadvantages of single methods (e.g., by

higher effort). Therefore, differences in these two factors

are hard to measure. For this reason, it is meaningful to

look at subtle aspects such as effort, fatigue, and cog-

nitive capacities, which are reflected in perceived task

difficulty and subjective workload [11]. These decisions

are also based on the remarks of our clinical partner

about the importance of these aspects for the clinical

integration.

Therefore, we simulate a neuroradiological vascular

intervention with two frequently executed interaction

tasks: a simple image selection task and a more com-

plex alignment task. We analyze these three aspects in

a study with 10 radiologists to examine the research

questions in detail.
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(a) (b) (c) (d)

Fig. 1: Utilized input modalities of our user studies. (a) Myo gesture control armband (based on myoelectric

signals of the forearm), (b) Leap Motion Controller (camera-based), (c) joystick control panel of an interventional

angiography system, and (c) simple computer mouse of a workstation.

Fig. 2: Comparison of interaction with joystick (left), Myo (center) and LMC with field of view (right). The joystick

is moved to the left and right to display, e.g., the next or previous image, respectively. The same applies to the

hand gestures of the Myo and the hand positions in defined areas in the field of view of the LMC.

Input Modalities

In our studies, the following four input modalities are
used (showcased in Fig. 1 a-d):

– Myo (Thalmic Labs Inc., Kitchner, Canada).

– LMC (Leap Motion, Inc., San Fransico, CA, USA).

– Joystick on the control panel of an interventional

angiography system (Siemens Artis zeego).

– Task delegation to an assistant on a workstation (us-

ing a standard computer mouse) in a nearby control

room.

We choose the Myo and LMC as gesture input modal-

ities that offer a simple, wearable, and location-inde-

pendent interaction and a compact device for finger in-

teraction, respectively. Furthermore, both were already

used and evaluated in interventional radiology to inter-

act with medical image data [7, 13].

The interface provided for both gesture input modal-

ities was designed correspondingly to the clinically es-

tablished interaction of an angiography system, which

implements the interactions for radiological images and

volume renderings independently. Accordingly, a cus-

tom software was developed and the gesture input modal-

ities were adapted for both tasks separately. Software

Development Kits for the Myo (v1.0.1) and LMC (v2.3.1)

were employed. The software syngo.via is used in the

clinical system, which was the fundament for the vi-

sual representation and functionality, and was recreated

within our custom software to achieve a consistent and

comparable interaction with the image data. The par-

ticipating assistant was familiar with this software and

had basic medical knowledge.

Gesture Sets

The given gesture set of the Myo contains five hand ges-

tures which rely on muscle contraction in the forearm,

and the LMC’s given gesture set contains four finger

gestures. As the basis for our gesture control, we ap-

plied freehand gestures for the LMC and Myo to a sys-

tem which is comparable to a previous work [7], wherein

a gesture set was presented for the Myo that intention-

ally used as few gestures as possible. They presented

a minimal gesture set for the Myo that intentionally
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used as few gestures as possible. In order to achieve

this, each software function is divided into two parame-

ters (e.g., decrement and increment or rather next and

previous slice), which describe the interaction with the

specific function. This means that single gestures can

be utilized for multiple functions to change their corre-

sponding function parameter. We adopted this system

in order to overcome the problems concerning the sys-

tems robustness (unintended or undetected execution

of gestures) and also reduce the gesture set (Myo) to

gestures that are not exhausting, have a high recogni-

tion rate, and have a low error rate (with the exclusion

of double tab and spread fingers gestures).

Correspondingly, we used the wave out (away from

the body) and wave in (to the body’s core) gesture for

image selection and alignment (decrement and incre-

ment of function parameter), and the fist gesture to ac-

tivate and deactivate the system to prevent unintended

interaction. Likewise, due to the robustness, we did not

implement specific finger gestures for the LMC. Instead,

different areas in the field of view (FOV) of the sensors

were used to enable the interaction, e.g., the hand’s po-

sition on the left (decrement) or right (increment) side

of the sensor is used for interaction, which is compara-

ble to the usage of the joystick. All available functions

were parameterized using the hold and wait paradigm,

where a defined time period of gesture execution is nec-

essary (single and continuous steps). A comparison of

the interaction is seen in Fig. 2. Additional visual feed-

back in form of icons indicated the active function as

well as the executed interaction.

Catheter Navigation

To define meaningful tasks for our study, we focused

on the clinical workflow of diagnostic neuroradiological

interventions to get an overview of a possible pathology

and analyzed the important steps with a neuroradiol-

ogist with more than 20 years of experience. Further-

more, a previous workflow analysis by Hübler et al. [8]

was considered in the process. In this scenario, the radi-

ologist has to guide a catheter from the groin, through

the femoral, external iliacal, and commune iliacal ar-

teries, abdominal and thoracic aorta, and common and

internal carotid arteries, into the vessel system of the

head.

First, a contrast agent is administered for a digi-

tal subtraction angiography (DSA) and medical images

show the distribution of the contrast agent in the vessel

tree. Based on these images, the radiologist selects an

overlay image (road map) to guide the catheter to the

desired location, i.e., the pathological structures, such

as aneurysms, stenoses and thromboses. Second, either

one or two working planes (depending on the type of

the angiography system) of the detector of the angiog-

raphy system are selected by the physician. To accom-

plish this, an additional 3D DSA series is acquired to

generate a 3D volume rendering of the vessel tree. Fi-

nally, the radiologist can rotate this volume rendering

to define how the detector has to be oriented to get ax-

ial and frontal projections of the supplying vessel and

pathological structure.

Task Definition

Based on this workflow and associated interaction with

image data, we extracted two frequently used interac-

tion tasks (T):

– T1: Selection of a specific overlay image based on a

DSA to guide the catheter (2D interaction)

– T2: Alignment of a volume rendering for a defined

working plane (3D interaction)

For both interaction tasks, the DOF is directly related

to task complexity [4]. While T1 has 1 DOF (backwards

and forwards), T2 allows 3 DOFs (positive and negative

rotation around three axis).

Experimental Design

The user study was conducted in an experimental OR

(see Fig. 3) to preserve a consistent, repeatable, and re-

alistic environment. A medical head phantom (includ-

ing aorta) was used to simulate the steps of the clinical

workflow described above (catheter navigation). In ad-

dition, sterile working conditions were simulated by us-

ing gloves and sterile sheath to cover the control panel.

We used a real patient data set with two clearly identi-

fiable aneurysms of the right internal carotid and right

medial cerebral artery. The study itself was conducted

using a within-subject design, in which each partici-

pant performed both tasks (T1 and T2) four times

with four different input modalities. The sequence of

the four input modalities was balanced across the par-

ticipants. Furthermore, a characterization of the patient

was provided. The study process consisted of an intro-

ductory presentation of each input modality, the lab-

oratory setup, and the defined workflow. Subsequently

the following three steps were carried out for each input

modality (see Fig. 4):

– Training: Participants were introduced to each in-

put modality and were given unlimited time to learn

the interaction with a medical data set (unrelated

to the study data set) before each run. Task dele-

gation was considered as an input modality, which
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Fig. 3: Experimental OR with angiography system (Siemens Artis zeego) and medical head phantom. 1) C-arm,

2) control room, 3) medical head phantom, 4) large screen display, 5) angiography system control panel, and 6)

position of the LMC.

also included a training session, wherein the partic-

ipant practiced the communication and commands

with the assistant.

– Catheter Navigation: This task was derived from the

defined workflow and was intended to simulate a pri-

mary task to be performed during an intervention,

i.e., inserting a catheter into the head phantom and

administering the contrast agent.

– Interaction Task: The participant had to interact

with the acquired image data, i.e., the 2D and 3D

interaction with temporal 2D DSA images (T1) and
a generated 3D volume rendering (T2), respectively.

– Debriefing: At the end of the study, a debriefing was

performed to receive subjective individual feedback

about the study itself, the preferred input modali-

ties, and further improvements.

Three dependent measures were used to assess partic-

ipants’ performance: 1. task completion time 2. per-

ceived task difficulty using a Single Ease Question (SEQ)

[26] 3. subjective workload using the NASA-TLX ques-

tionnaire [6].

The task completion time and perceived task diffi-

culty were analyzed by a two-way ANOVA for repeated

measures, where one factor represents the four input

modalities (Myo, LMC, joystick, and delegation; this

analysis is directly related to research question Q1) and

one factor represents the two interaction tasks (T1 and

T2), respectively.

Subjective workload was analyzed by a one-way ANOVA

for repeated measures with only one factor represent-

ing the four input modalities. Furthermore, the data

was analyzed by three independent a priori planned

contrasts of means (individual comparisons). The first

contrast (Q2) addressed effects of direct (averaged over

Myo, LMC, and joystick) and indirect interaction (del-

egation). The second contrast (Q3) included a com-

parison of gesture interaction (averaged over Myo and

LMC) with clinically used input modalities (averaged

over: joystick and delegation). The third contrast (Q4)

compared both gesture interactions (Myo and LMC).

For task completion time and perceived task difficulty,

a contrast analysis was performed for each task sepa-

rately. All contrast analyses were performed by a two-

sided t-test for paired samples and α was adjusted for

task completion time and perceived task difficulty, since

the analysis was performed for each task separately

(Q5).

Our participant pool includes 8 residents (4 neuro-

radiologists, 3 radiologists, 1 neurologist), 1 consultant

physician and 1 senior physician (both neuroradiolo-

gists). They were in average 32.5 years old (range: 25

to 55), had an average of five years of professional ex-

perience (range: 0.5 to 26), 5 were male, 5 were female,

and all subjects stated that they are right-handed.

Results

The statistical results of the ANOVA and t-tests are

shown in Table 1, and a descriptive analysis is shown

in Table 2.
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Fig. 4: Main steps of our user study. SEQ and NASA-TLX questionnaires are used to assess subjective workload

and perceived task difficulty.
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Fig. 5: Mean values and standard errors for task com-

pletion time, while showing the difference between the

2D interaction task T1 and the 3D interaction task T2.

Task Completion Time

The analysis of the task completion time shows a sig-
nificant result for the factor Task (see Fig. 5). Subjects

needed significantly (p < 0.01) less time to interact with

2D compared to 3D data, which is ascribed to the lower

task complexity.

Task completion time for the 2D interaction task T1

was best using the Myo, followed by task delegation.

The participants needed a similarly long period of time

using the joystick and LMC. This result is reflected in a

significant (p < 0.01) advantage of the Myo compared

to LMC. All other contrasts are not significant.

A completely different result emerged for the 3D in-

teraction task T2. Task completion time was best for

task delegation, followed by joystick control, and LMC.

Participants required more time to perform T2 using

the Myo. The contrast analysis shows a significant (p

= 0.01) difference between direct and delegated inter-

action, as well as between gesture and clinically estab-

lished methods (p < 0.01). No effects could be found

between both gesture input modalities (Myo and LMC).

Perceived Task Difficulty

The analysis of the perceived task difficulty revealed a

significant (p < 0.01) effect for the factor Task, i.e., par-

ticipants perceived T1 to be much easier than T2 (see

Fig. 6). The easiest way to fulfill T1 was the delega-

tion to an assistant, followed by the Myo, and joystick.

The LMC was rated the most difficult. This result was

supported by a significant (p < 0.01) contrast on di-

rect and delegated interaction. Other contrasts show

only medium or small effects. Concerning T2, it was

most easy to delegate the task, followed by using the

LMC. The perceived task difficulty was relatively sim-

ilar for Myo and joystick. No single contrast revealed a

significant difference. However, the analysis revealed a

medium effect for the comparison between direct and

delegated interaction.

Subjective Workload

The effects of the four input modalities on subjective

workload assessed by the NASA-TLX are visualized in

Fig. 7. The effect for the overall workload was large, but

failed to reach a significant value (p = 0.06). The lowest

workload was found for task delegation, followed by the

LMC and joystick control. The highest subjective work-

load was reported for the Myo. A more detailed analysis

revealed that task delegation caused low workload al-

most in all dimensions, except for the dimension mental

demand. The highest workload for the dimensions phys-

ical demand, effort, and frustration was reported for the

Myo. The contrast analysis showed only a significant (p

= 0.02) result for the comparison between direct and

delegated interaction.

Debriefing Feedback

Overall, all input modalities were assessed positively.

Especially, both gesture input modalities were rated as
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Table 1: Summary of the statistical results of the ANOVA and t-tests for task completion time, perceived task

difficulty, and subjective workload (∗α < .025 for task completion time and perceived task difficulty contrasts,

α < .05 for all others). The Interaction Effect describes the interrelation between input modality and task.

Statistical Parameters df F t p sig η2part d Effect

Task Completion Time

Input Modality 3, 27 2.34 0.13 0.21 large
Task 1, 9 57.43 < 0.01 * 0.87 large
Interaction Effect 3, 27 3.04 0.08 0.25 large

Contrast T1 Direct vs. Delegated 9 1.61 0.14 0.51 medium
Gesture vs. Standard 9 0.59 0.57 0.19 no effect
Myo vs. Leap 9 3.34 < 0.01 * 1.06 large

Contrast T2 Direct vs. Delegated 9 3.23 0.01 * 1.02 large
Gesture vs. Standard 9 4.20 < 0.01 * 1.33 large
Myo vs. Leap 9 0.54 0.60 0.17 no effect

Perceived Task Difficulty

Input Modality 3, 27 2.63 0.10 0.23 large
Task 1, 9 12.79 < 0.01 * 0.59 large
Interaction Effect 3, 27 1.20 0.32 0.12 medium

Contrast T1 Direct vs. Delegated 9 3.54 < 0.01 * 1.12 large
Gesture vs. Standard 9 1.41 0.19 0.44 small
Myo vs. Leap 9 1.62 0.14 0.51 medium

Contrast T2 Direct vs. Delegated 9 1.93 0.09 0.61 medium
Gesture vs. Standard 9 0.00 1.00 0.00 no effect
Myo vs. Leap 9 1.00 0.34 0.32 small

Subjective Workload

Input Modality 3, 27 3.46 0.06 0.28 large
Contrasts Direct vs. Delegated 9 2.92 0.02 * 0.93 large

Gesture vs. Standard 9 1.47 0.18 0.47 small
Myo vs. Leap 9 1.96 0.08 0.61 medium

fast, sterile and intuitive. However, there is little sense

of control due to the lack of haptic feedback. More

practice with these modalities, could enable a more effi-

cient interaction compared to the clinically established

methods. The joystick was mentioned to be precise and

prior experience favored the interaction. Regarding the

level of expertise of our participants, no major differ-

ences showed up concerning the interaction with the

input modalities. Only the mental transfer between the

current and target orientation of the volume rendering

(T2) turned out to be complicated. Due to the amount

of participants (2 experts and 8 residents) no statistical

statement is possible.

Discussion

In this work, we compared two gesture-controlled sys-

tems (Myo, LMC) with two clinically established in-

teraction methods (joystick control, task delegation)

for neuroradiological interventions in terms of two fre-

quently used interaction tasks (T1, T2). T1 is described
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Fig. 6: Mean values and standard errors for perceived

task difficulty (SEQ). The values are based on a 7-

point Likert scale from 1 = very easy to 7 = very diffi-

cult.

as the simple 2D interaction (1 DOF) with DSA images

to determine a specific overlay image that show the dis-

tribution of contrast agent in a vessel tree, and T2 as

a more complex interaction (3 DOFs) with a 3D vol-

ume rendering to define the orientation of a working
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Fig. 7: Subjective workload measured using NASA-TLX. The box plots visualizes the overall mean value and

the standard error, and the detailed results for six subscales (mental demand, physical demand, temporal demand,

performance, effort, and frustration). The values are based on a scale from 0 to 20.

Table 2: Overview of the individual mean values and standard deviation of task completion time, perceived task

difficulty (SEQ) and subjective workload (NASA-TLX).

Input Modality Task Completion Time SEQ NASA-TLX
T1 T2 T1 T2

Myo 13.9s ± 6.7s 47.1s ± 27.8s 1.9 ± 1.1 3.4 ± 1.6 10.0 ± 5.5
LMC 29.1s ± 18.9s 83.6s ± 91.1s 2.5 ± 1.8 2.8 ± 1.6 7.6 ± 5.0
Joystick 29.7s ± 14.8s 65.1s ± 49.6s 2.2 ± 1.3 2.6 ± 1.3 8.2 ± 2.5
Task Delegation 19.7s ± 6.7s 47.1s ± 27.8s 1.3 ± 0.5 2.6 ± 1.3 6.0 ± 3.6

Total 23.1s ± 6.1s 73.0s ± 25.3s 2.0 ± 1.0 3.1 ± 1.0

plane. A study with 10 radiologists was performed in

a clinically oriented setup including the simulation of a

neuroradiological catheter intervention.

Our research questions (Q1-Q5) can be answered as

follows: Q1, asking if there is a difference between differ-

ent input modalities, could be answered in the negative

since the comparison of input modalities revealed no

statistical significant (p = 0.06) result. However, a more

detailed comparisons between different input modality

groups revealed some significant results.

Regarding the difference between direct and dele-

gated execution of tasks (Q2), the study results show

that delegated interaction was perceived as easier and

having lower workload compared to direct interaction

(see Table 1, Subjective Workload, Direct vs. Delegated).

Moreover, T2 could be performed faster with delegation

in comparison to direct interaction techniques. When

looking at the difference between gesture control and

clinically established interaction methods (Q3), the clear

advantage of clinically established interaction methods

emerged only for the task completion time and only for

T2.

This suggests that the selected gesture input modal-

ities do not differ from clinically established techniques

(task delegation and joystick) in general, but may dif-

fer for other gesture input modalities. The difference

may instead be expected between certain input modal-

ities independent of the input modality group. With

regard to the different gesture control techniques (Q4),

a clear advantage emerged for the Myo regarding only

the task completion time for T1. Regarding Q5, which

addresses the possible interaction between the input

modality used and the executed task, we found no sta-

tistical significant differences. However, Fig. 5 shows

the presence of an interaction between task and input

modality in terms of task completion time and the sig-

nificant results of a priori planned tests confirm this

assumption (e.g., Myo vs. Leap for T1 and T2).
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Concerning Q2, Wipfli et al. [27] presented contra-

dictory results, wherein the participants performed bet-

ter with direct interaction techniques than with delegat-

ing the task to a third person. However, the authors uti-

lized test scenarios consisting of several different tasks

with varying complexity that may have impacted the

communication between participants and the third per-

son and prolonged task execution. A good example of

task delegation with an established working relation-

ship is shown by Stevenson et al. [25], where a medi-

cal experts instructs non-experts in tertiary-level tele-

health. However, this requires about one hour of train-

ing prior to the intervention, which is beneficial for the

communication compared to a short training phase, but

might not be available in clinical routine. Regarding Q3,

the results of our study are in accordance with the re-

sults of Saalfeld et al. [22]. In contrast to our results,

the benefit of the standard technique emerged for sim-

ple 2D tasks. The reason might lay not in the gesture

control device itself, but in the provided user interface.

As stated by Gallo et al. [4], the usage of more DOFs

has a benefical influence on user performance. Further-

more, neglecting task and interface characteristics may

cause contradictory results to previous studies as well,

and should be considered in future research. The results

of our study show the relevancy of task characteristics

to performance with specific input modalities.

Moreover, Stevenson et al. [24] underline the im-

portance of the diversity of patient data type and use,

surgical procedures, and the setting characteristics for

the design of gesture-based control. In case of an inter-

ventional angiography system, multiple input devices,

e.g., touchscreen, joysticks, buttons and foot pedals, for

different specific tasks are provided. Accordingly, hand

gesture-based systems should focus on specific tasks

that can improve the clinical workflow and support the

physician, rather than providing a complete all-in-one

solution with an extensive interface. Such a solution

shows a variety of feasible functionality, but do not

provide any valuable results, since some of those func-

tions are not used in clinical routine. Standardized ges-

tures should be discussed in cooperation between dif-

ferent research groups and industrial partners, to build

up for a real clinical trial and effective use of gestures

in medicine. Consequently, extensive analyses of work-

flows, tasks, and surroundings are necessary, which in-

clude the DOF for the interaction.

Different factors may influence the usage of input

modalities during an intervention. The LMC and the

joystick are two input modalities which have a fixed po-

sition at the table. In our study, the device placement

benefited the interaction with LMC and joystick. In

neuroradiological settings, positions of physicians and

medical assistants frequently change during an inter-

vention [8]. Using a location-independent device such as

the Myo, would result in a non-fixes interaction space,

which might reduce the movement expense during an

intervention, and thus intervention time.

In case both of the physician’s hands are required for

a workflow step, hand gesture-based interaction might

lead to an interruption of the intervention.

Interruptions can negatively affect the outcome of

an intervention, e.g., in terms of operation time (physi-

cians need to re-orientate themselves and re-position

the instruments). Depending on the medical procedure,

hands-free interaction techniques could avoid interrup-

tions in the workflow. Accordingly, other input modali-

ties, e.g., voice, gaze, or foot control, should be properly

considered. In addition, an appropriate combination of

input modalities, e.g., gaze and foot interaction such as

described in Göbel et al. [5] should be investigated.

To sum up, novel input modalities such as the Myo

have the potential to take over single tasks more effi-

ciently than clinically established methods. The results

of our study show the relevance of task characteristics

to the performance of specific input modalities. To rep-

resent a real added value, hand gesture interfaces in

interventional radiology need to be designed for a spe-

cific use case instead of providing an all-in-one solution.

Accordingly, future work should focus on this correla-

tion to develop effective human-machine interfaces that

support medical interventions.
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